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Background and motivation
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Buildings account for 40% of global energy Energy Efficiency, and
consumption and CO, emission decarbonization

Tool

Building Energy Modeling

Real-world building Digital twin



Why LLM?

Accessible Modeling
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Challenges

> Domiantask: ChatGPT5

Input: E @ Use EnergyPlus to simulate a building, that is 20 meters long, 10 meters wide, and 3 meters
. high. Provide me the runable error free IDF file.

[

5 Output: f An IDF-like file, but with errors (hallucination). Domian LLM
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Challenges

L
;  » Generaltask:
|

1 Input: Output 1: Output 2: !

' “Shine On" : .

: wirte a shot song < 50 words - Little Song |

The night is long, the stars are near, Wake with the sun .

: Hope keeps glowing, bright and clear.  preams just begun. !

. I

% = : Step by step, we find our way, Hearts beat fast, .

: Through the dark, into the day ' !

Consistency "\ r : Moments won't Iast.‘ /
?S- Prompting: Desigh specific instructions {oreven examples)for Mg =~ "= = "= = = = = = =" ~.

1 » Building Modeling Task: \

g Fine-tuning: Prepare task specific training datasets ;

I« Users’ diversity input description, but with same
RAG: Retrleval.augmented generation on extra knowledge base

I % Generated result must be error free
MCP: Model cqntext protocol, put your tools in context, let LLMs know how to apply tools (e.g., Python cddes)
s 99% accuracy = 0% accuracy, means the pipeline still needs .o
Agentic pipe: Hybtld_trlcks,. eg..applied multji-lL | Msandmulti-techs . . . - . . .o i o - .



Solution 1: Prompting to inform

** Prompt Engineering Framework

&
<User>: @O

{Task Instruction}

+{Input-Output Demonstration #n+ ... +k, with Explanations} == Reasoning Logic of BEM
<Assistant>: - elf-learning ——
{Answer #n} ol . T l T l
{Task Instruction} ? ) / \ Correspondi
+{Input-Output Demonstration #1}+... = q 8
USEI" Natural +{Input-Output Demonstration #n} L@-‘ _— . ng BEMs
Language +{Desired Task Input} ' 1 Lo
Foundation Domain Knowledge
Open-source SOTA LLMs 4
1
e.g., Llama, Qwen, etc. -------=--=------ ' Large Language Model

Or ChatGPT, etc. P

Knowledge Informec

wy -

Division
Explanation

BEM Examples Prompting
Strategies

NREL, iUnit building

Jiang G, Ma Z, Zhang L, Chen J. (2025) Prompt engineering to inform large language model in automated building energy modeling. Energy
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<User>:

+{Input-Output Demonstration #1}+...
+{Input-Output Demonstration #n}
+{Desired Task Input}

Building Modeling Instruction

{Task Instruction} —

Modeling E\X‘ample

Case Study

** Modeling Scenario: Building Energy Analysis & Retrofit
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Statistic Analysis

-Out of memory - Out of memory
Flan-T5-xxI (11B, 0.5K) Bad TL TL TL TL L Flan-T5-xxI (11B, 0.5K) Bad TL Tl TL TL TL
Llama2-chat-hf (13B, 4K) - Bad Moderate Bad TL Bad Moderate Llama2-chat-hf (13B, 4K)- Bad Bad OOM OOM Bad OoOoM
Llama3-Instruct (8B, 8K) - Bad Perfect Perfect Perfect Bad Bad Llama3-Instruct (8B, 8K) - Bad Perfect Perfect Moderate Moderate Perfect
Falcon-instruct (7B, 2K)- Bad Bad TL TL Bad Bad Falcon-instruct (7B, 2K) - Bad Bad Bad Bad Bad Bad
Falcon2-11B (11B, 8K) - Bad Perfect Perfect Perfect Moderate Moderate -Token Limit Falcon2-11B (11B, 8K)- Bad Bad Bad Bad OOM OOM -Token Limit
ChatGLM3 (6B, 8K) - Bad Bad Bad Bad Bad Bad ChatGLM3 (6B, 8K) - Bad Bad Bad Bad Bad Bad
LongAlign (13B-64K) - Bad Moderate Moderate Moderate Bad Bad LongAlign (13B-64K) - Bad Bad Bad Bad Bad Bad
Qwenl.5-chat (14B, 8K) Bad Moderate Perfect Bad Bad Bad Qwenl.5-chat (14B, 8K) Bad Bad Bad Bad Bad Bad
Qwen2-Instruct (7B, 131K) - Bad Moderate Perfect Perfect Bad Moderate Qwen2-Instruct (7B, 131K) - Bad Moderate Moderate Moderate Bad Moderate
- Perfect - Perfect
Longchat (13B, 16K)- Bad Bad Moderate Moderate Bad Moderate Longchat (13B, 16K)- Bad Bad Bad Bad Bad Bad
Vicuna-v1.5 (13B, 16K) - Bad Bad Bad Moderate Bad Bad Vicuna-v1.5 (13B, 16K)- Bad Bad OOoM OOoM Bad OOM
Mistral-Instruct-v0.2 (7B, 8K) - Bad Bad Perfect Perfect Bad Moderate Mistral-Instruct-v0.2 (7B, 8K)- Bad Bad Bad Bad Bad Bad
Mistral-Instruct-v0.3 (7B, 32K) - Bad Perfect Perfect Perfect Bad Perfect Mistral-Instruct-v0.3 (7B, 32K) - Bad Moderate Moderate Perfect Bad Moderate
SOLAR-Instruct (10.78B, 4K) - Bad Perfect TL TL TL TL -Moderate SOLAR-Instruct (10.7B, 4K)- Bad Moderate Bad Bad Bad Bad -Moderate
Sakura-Instruct (10.7B, 4K) Bad Perfect T TL T 37 1 Sakura-Instruct (10.7B, 4K) - Bad Moderate Bad Bad Bad Bad
Gemma-it (7B, 8K) - Bad Bad OOM OOoOM OOM OOM Gemma-it (7B, 8K)- Bad Bad Bad Bad Bad Bad
Gemma2 (9B, 8K)- Bad Moderate Moderate Moderate Bad Bad Gemmaz2 (9B, 8K)- Bad Moderate Moderate Bad Bad Moderate
Yi-1.5-Chat (9B, 16K) - Bad Bad Bad Bad Bad Bad Yi-1.5-Chat (9B, 16K) - Bad Moderate Moderate Bad Moderate Moderate
Zero-shot One-shot Two-shot Three-shot Explahation Diviéion =gad Zero-shot One-shot Two-shot Three-shot Explar"-ation Division =880
Typical modeling task Real-world modeling task

Benchmarking LLMs on BEM:

* Forthose scenarios, just one example (one-shot learning) is workable!!

 Over-design may yield deficient performance.

* Chain-of-thought (Division or Explanation) can improve modeling accuracy and success rate.



Statistic Analysis

Percentage (%)
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Performance distribution across various
prompting strategies.

- Perfect
Task 3 - Bad Moderate Moderate Moderate Bad Moderate
- DR N
Task 2 - Bad Moderate Moderate '\ Perfect 1 Bad Bad - Moderate
1 ~ ., —_. - /]
Task 1 - Bad Bad Moderate Moderate Bad Bad
1 1 1 | 1 1 - Bad
Zero-shot One-shot Two-shot Three-shot Explanation Division

Test results of prompt engineering with
ChatGPT-4o.

More thoughts:

* One-shot vs Two-shot vs Three-shot

* Explanation vs Division

* Smallopen source LLM vs Big close source LLM

Future exploration ... prompting with new approaches and new LLMs




Solution 2: Fine-tuning to learn

+* Fine-tuning Framework

e

Simulate a building that is ...

The building orientation is ...

The building has 5 thermal zones with ...

There is a window on the xx wall.

The window-to-wall ratio is ...

The wall is made of xx with a thickness of xx meters
and the wall insulation is ...

The occupancy starts at xxx and ...

The heating setpoint is ... during ...

The cooling setpoint is ... during ...

User Natural
Language

Jiang G, Chen J. (2025) Efficient fine-tuning of
large language models for automated building
energy ~modeling in complex cases.
Automation in Construction

Alarge amount of BEMs
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Data preparation
across various
scenarios

Training

LoRA Adapter
@ Model Quantization

Mixed Precision Training

—

Corresponding
BEMs

Sampling & Modeling

-=-== Pair Constructing

Language Mapping

Jiang G, Ma Z, Zhang L, Chen J. (2024) EPlus-
LLM: A large language model-based
computing platform for automated building
energy modeling. Applied Energy



+* Video Demo

@ Chrome
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BEMs Auto-Generation

User Prompt

This is an example: Simulate a building that is 417.04
meters long, 306.59 meters wide, and 264.75 meters high,
with a hip roof. The distance of roof peak to the length and
width side of building is 153.29 meters and 208.52 meters,
respectively. The attic height is 73.45 meters. The building
orientation is 44 degrees to the north. The building has 5
thermal zones with 1 core thermal zone and 4 exterior
thermal zones in each orientation. The depth of exterior
thermal zone is 22.99 meteis. The window-to-wall ratio is
0.19. The window sill height is 107.22 meters, the window
height is 157.53 meters, and the window jamb width is 1.94
meters. The window U-factor is 6.3 W/m2K and the SHGC is
0.55. The wall is made of wood, with a thickness of 0.42
meters and the wall insulation is R37. The roof is made of
gypsum, with a thickness of 0.29 meters and the roof
insulation is R21. The floor is made of concrete, covered

light density is 5.80 W/m2, and the electric equipment
density is 23.67 W/m2. Occupancy starts at 8:00 and ends at

Upload Weather & Run Simulation

[ Upload Weather File

4

File Edit View History Bookmarks Profiles Tab Window Help

EPlus-LLMv2: Fine-Tuning a Large Language M
Building Energy Modeling in Complex Buildir

Auto-Generate

+» Building Design & Retrofit
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Initial Cooling Load
——— New Cooling Load - Orientation & WWR Changed
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Month of the year

https://huggingface.co/EPlus-LLM

[ Download Simulation Output File


https://huggingface.co/EPlus-LLM

** Which LLM approach is BETTER?

» Which TASK are you focused on?

» Do you have computing source?

» Do you have complex scenarios?

» What are your requirements for
robustness and scalability?

Summary

s Opportunities

> Based on new tasks

» Develop new pipelines

» Integrated with domain knowledge

» More automation, scalability,
and robustness.
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